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Abstract
Collaborative prediction model of gas emission quantity was built by feature selection and supervised machine learning 
algorithm to improve the scientific and accurate prediction of gas emission quantity in the mining face. The collaborative 
prediction model was screened by precision evaluation index. Samples were pretreated by data standardization, and 20 
characteristic parameter combinations for gas emission quantity prediction were determined through 4 kinds of feature selec-
tion methods. A total of 160 collaborative prediction models of gas emission quantity were constructed by using 8 kinds of 
classical supervised machine learning algorithm and 20 characteristic parameter combinations. Determination coefficient, 
normalized mean square error, mean absolute percentage error range, Hill coefficient, mean absolute error, and the mean 
relative error indicators were used to verify and evaluate the performance of the collaborative forecasting model. As such, 
the high prediction accuracy of three kinds of machine learning algorithms and seven kinds of characteristic parameter 
combinations were screened out, and seven optimized collaborative forecasting models were finally determined. Results 
show that the judgement coefficients, normalized mean square error, mean absolute percentage error, and Hill inequality 
coefficient of the 7 optimized collaborative prediction models are 0.969–0.999, 0.001–0.050, 0.004–0.057, and 0.002–0.037, 
respectively. The determination coefficient of the final prediction sequence, the normalized mean square error, the mean 
absolute percentage error, the Hill inequality coefficient, the  absolute error, and the mean relative error are 0.998%, 0.003%, 
0.022%, 0.010%, 0.080%, and 2.200%, respectively. The multi-parameter, multi-algorithm, multi-combination, and multi-
judgement index prediction model has high accuracy and certain universality that can provide a new idea for the accurate 
prediction of gas emission quantity.

Keywords Gas emission prediction · Machine learning · Feature selection · Cooperative prediction

1 Introduction

China is rich in coal resources and has a high depend-
ence on coal in production and life for a long time. Coal 
mine gas is a main factor that affects coal mine safety 
production, and the prediction of gas emission in the work-
ing face is the main basis for determining gas emission 
grade in mine or horizontal mining. (Zhou et al. 2020a, 
b; Gao et al. 2020; Long et al. 2021). In 1964, Lindine 
(Shanjun 1998) established the first empirical model for 

predicting gas emission in coal mine. Since then, mine 
statistics method, separate-source prediction method, and 
gas geological map method were gradually applied in gas 
emission prediction (Zhang and Zhang 2005; Dai et al 
2007). However, this type of prediction method does not 
consider the gas emission and its migration as a dynamic 
nonlinear system. For decades, the prediction technology 
of gas emissions from underground coal mining has been 
the subject of extensive research. The technology ranges 
from simple geometric models to modern finite element 
models (Wang et  al. 2015; Guo et  al. 2020; Liu et  al. 
2021). Researchers have adopted experiments and numeri-
cal simulations to study the occurrence of coal seam gas. 
In addition, to predict the gas emission rate of the longwall 
working face, a numerical gas emission model was estab-
lished on the basis of ventilation pressure and the flow 
survey of the entire mine (p-Q survey) (Karacan 2008; 
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Guo et al. 2012). The mathematical method of gas geology 
based on case analysis (Zhang and Yuan 1999; Zhang et al. 
2009) has been developed rapidly. This method mainly 
uses machine learning algorithms and data mining tech-
niques to establish a predictive model, these techniques 
can consider the dynamic changes of multiple factors by 
analyzing real-time data of gas emission. Scholars used 
methods based on statistics, principal component analysis 
(PCA), and artificial neural networks (ANN) to predict 
the ventilation gas emission rate of longwall mines in the 
United States (Karacan and Goodman 2012; Karacan and 
Olea 2014).

Recently, researchers have given increasing attention 
on the parameter selection and model establishment of gas 
emission prediction (typical reference was summarized in 
Table 1).

Table 1 shows that common factors include coal seam 
thickness, buried depth, dip angle, gas content in coal seam, 
floor elevation of the coal seam, spacing between adjacent 
layers, thickness of adjacent layers of the coal seam, daily 
output, daily advancing distance, and pure amount of gas 
extraction. Most previous research on gas emission predic-
tion only focuses on single parameter combination or sin-
gle prediction algorithm. The accuracy, generalization, and 
reliability of the gas emission prediction method based on 
case analysis mainly depend on the influencing factors of gas 
emission and the selected algorithm. Consequently, the limi-
tations of the prediction model must be extinguished, and 
various feature combinations should be effectively matched 
with different machine learning algorithms.

The foothold of this work was to propose a new gas 
emission prediction method. For a series of gas emission 
influencing factors, the feature selection method was used 
to form different gas emission factor combinations, and vari-
ous machine learning algorithms were applied to traverse all 
the gas emission factors. The combination of factors and the 
machine learning algorithm were selected. This new predic-
tion method avoids the limitations of using single combi-
nation of factors and single machine learning algorithm in 
previously published papers.

The new method contains multiple characteristic param-
eters, algorithms, combinations, and judgment indicators. 
Pearson correlation coefficient, full subset regression, recur-
sive feature elimination (RFE), and random forest (RF) were 
applied to determine the optimal combination of gas emis-
sion feature parameters. Gaussian process regression (GPR), 
support vector machine (SVM), least squares SVM (LS-
SVM), gradient boosted regression tree (GBRT), random 
forest (RF), multilayer perceptron (MLP), BP neural network 
(BPNN), and Elman neural network (ENN) were applied to 
construct dynamic prediction model with a multi-parameter 

combination. Normalized mean square error (NMSE), mean 
absolute percentage error (MAPE), Theil IC (TIC), and 
judgment coefficient (R2) were applied to evaluate the accu-
racy of the model comprehensively. The new technique can 
provide a basis for the accurate prediction of gas emission.

2  Data processing

2.1  Data instance acquisition

The influencing factors of this paper can be divided into 
geological and mining factors, which are called first indica-
tors. The secondary indicators that characterize geological 
factors include coal seam thickness (M), buried depth (H), 
dip angle (D), gas content in coal seam (GC), floor eleva-
tion of the coal seam (BLV), spacing between adjacent lay-
ers (SD), and thickness of adjacent layers (ML) of the coal 
seam. The factors that characterize mining include the daily 
output (DO), daily advancing distance (V), and pure amount 
of gas extraction (EP) of the working face. The predicted 
data were derived from Ma (2017) and Yan (2020).

2.2  Analysis of acquired data

A total of 60 groups of statistical parameters are shown in 
Fig. 1. To improve the generalization ability of the model 
and prevent the model from overfitting, the data set was shuf-
fled randomly. The data set is divided into training set (40 
sets of data) and verification set (20 sets of data), and the 
ratio was 2:1. The training set is used for model training, 
whereas the verification set is used to verify and evaluate 
the reliability and generalization performance of the trained 
model.

2.3  Data standardization

The 10 input parameters selected in the gas emission data set 
were all numerical data, and the value ranges of the differ-
ent parameters varied and may even have diverse orders of 
magnitude. To obtain accurate prediction results and ensure 
that each parameter plays a role, Z-score standardization 
was performed on the parameters to reduce the influence of 
parameter scale on the model.

The sequence x1, x2, …, xn is transformed:

(1)x =
1

n

n
∑

i=1

x
i

(2)s =

√

√

√

√

1

n − 1

n
∑

i=1

(x
i
− x)2
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where xi is the original sequence, i ∈ [1, n]; x is the average 
value of the sequence, s is the standard deviation, and hi is 
the new sequence after transformation, i ∈ [1, n].

3  Gas emission prediction model 
establishment process and primary 
selection

3.1  Establishment of the prediction model

(1) Sample data processing. The data set is standardized by 
Z-score method.

(2) Combination selection of feature parameters and deter-
mination of algorithm hyper-parameters.

  The training set was divided into five parts, and then 
five-fold grid search cross-validation processes were 

(3)h
i
=

x
i
− x

s

performed, each time a different part is used as the vali-
dation set, and the four remaining parts were combined 
as the training set. Each sample was used as a valida-
tion sample in one experiment and a training sample in 
four experiments to obtain the optimal parameters for 
the algorithm with the highest accuracy.

  In the grid search process, a series of priori candidate 
values of the algorithm-related parameters was given 
first, and all parameter value combinations were tested 
through loop traversal, and then the parameter value 
combinations that enable the algorithm to perform opti-
mally were obtained.

(3) Establishment of the prediction model. Different super-
vised algorithms and characteristic parameters were 
used to establish the gas emission prediction model.

(4) Primary selection of the collaborative model. By ana-
lyzing the verification set data, the algorithm and the 
parameter combination with the average judgment coef-
ficient R2 greater than 0.80 is selected. Thus, the pre-
diction cooperation model was selected preliminarily.

Fig. 1  Box plot of various gas emission parameters. Notes: The upper and lower data represent the maximum and minimum values of each 
parameter, respectively, and the red data represent the average values
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(5) Collaborative model optimization. In the above pre-
diction models, the prediction model with the sum 
of MAPE and TIC less than 0.1 was selected (Ashis 
et al. 2013; Jin et al 2020, Seçkin et al. 2020), then 
the prediction model with the maximum relative error 
 (REmax) less than 15% and mean relative error (MRE) 
less than 10% was chosen as the optimization coopera-
tion model.

(6) Collaborative model prediction. The predicted value 
( ̂yi ) was obtained after averaging the predicted data of 
each group of the optimized collaborative model.

The prediction flow of gas emission in the working face 
is shown in Fig. 2.

3.2  Primary selection of forecasting model

3.2.1  Feature combination selection

Feature selection refers to the selection of a feature subset 
according to the importance in a feature set. Few variables 
will lead to the low accuracy of the model, and excessive 
parameters cannot necessarily increase the accuracy of the 
model but lead to over-fitting problem. Furthermore, differ-
ent feature combinations have diverse sensitivities to various 
machine learning algorithms. Therefore, the main function 

of the feature selection is to strengthen the generalization 
ability of the model, reduce over-fitting, and enhance the 
understanding between features and eigenvalues. Gener-
ally, the feature selection methods can be divided into three 
categories: direct method, univariate feature selection, and 
multivariate feature selection. In this paper, the Pearson cor-
relation coefficient method, full subset regression, RFE, and 
RF were used to obtain the best input variable combination 
(Fig. 3).

Figure 3a shows the correlation analysis by using the 
Pearson correlation coefficient method (Dominic et  al. 
2020). Pearson correlation coefficient was used for measur-
ing the correlation between N and M. Its value is between − 1 
and 1. Pearson correlation coefficient can be expressed as:

where N and M represent two pairs of continuous variables.
According to Eq. (4) and Pearson correlation coefficient 

classification rules, the absolute value of Pearson correlation 
coefficient that is greater than 0.4 is regarded as moderate 
correlation. In this example, the variable above moderately 
correlated is considered the input variable, and the dashed 
box represents the correlation degree between gas emission 
and each parameter.

RFE is a wrapper feature selection method, in which the 
search starting point is all features, and the evaluation crite-
rion is the mean square error of each grouping. After cyclic 
iteration, each iteration eliminated the least relevant feature. 
The combination with the smallest mean square error is the 
optimal feature subset (You et al. 2014; Ke et al. 2015) 
(Fig. 3b). In Fig. 3b, the abscissa represents the number of 
features, whereas the ordinate represents the mean square 
error of a specific group. When the number of features were 
10 (all features), the mean square error was the smallest.

Full subset screening was based on all possible combina-
tions of different independent variables. The reduced vari-
able combinations were fitted by the least square method, 
and a model with a corrected coefficient of determination 
greater than 0.9 was selected among all the possible mod-
els (Zhang et al. 2019a, b). The selection result was shown 
in Fig. 3c. In this example, 17 optimal combinations were 
obtained through full subset screening, and the determina-
tion coefficients of these 17 combinations were all greater 
than 0.9.

A large number of decision trees was used for the fea-
ture selection in RF (Speiser et al. 2019), and the vari-
ables obtained from each decision tree were synthesized 
to obtain the final variable importance ranking (Fig. 3d).  

(4)r =

n
∑

i=1

(N
i
− N)(M

i
−M)

�

n
∑

i=1

(N
i
− N)

2

�

n
∑

i=1

(M
i
−M)

2

Fig. 2  Establish flow chart of prediction model



 J. Zhou et al.

1 3

   51  Page 6 of 12

In this example, according to the RMSE and square sum of 
residuals, nine factors, except for the buried depth of coal 
seam, are selected.

In summary, the Pearson correlation coefficient, RFE, full 
subset regression, and RF were used to select 10 influenc-
ing factors according to different laws. A total of 20 sets of 
feature combinations were obtained (Fig. 4).

3.2.2  Selection of prediction algorithm

(1) Regression algorithm
  GPR (Mahmoodzadeh et al. 2021; Noori et al. 2019) 

has good adaptability and strong generalization abil-
ity to address high-dimensional, small-sample, non-
linear, and complex problems. Compared with neural 
network and SVM, this method has the advantages of 
easy implementation and adaptive acquisition of super-
parameters. SVM (Qian et al. 2014; Zhou et al. 2012) 
has shown many unique advantages in solving small 
sample, nonlinear, and high-dimensional pattern rec-
ognition problems. The ultimate goal of the LS-SVM 

(Xue and Xiao 2017) optimization problem is to obtain 
the optimized model parameters. The linear decision 
function constructed by LS-SVM not only has good 
fitting performance but also has strong generalization 
ability.

(2) Neural network
  Multilayer is an essential feature of MLP (Teresa and 

Wilson 2013) that includes an input layer, an output 
layer, and a hidden layer. No specific number of hid-
den layers is provided. Thus, the appropriate number of 
hidden layers can be selected according to the require-
ments. The number of neurons in the output layer are 
unlimited. BPNN (Zhang et al. 2019a, b; Zhao et al. 
2021) is a multi-layer perceptron network trained 
according to error back propagation and consists of 
an input layer, at least one hidden layer, and an out-
put layer. ENN (Xie et al. 2019) is a kind of dynamic 
feedback network that not only has an input layer, a 
hidden layer, and an output layer unit but also has a 
special connection unit. The special connection unit 

(a) Heat map of Pearson correlation coefficient
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Fig. 3  Results of feature selection methods. Notes: The black box in c represents the selected parameter, and the blue dotted line represents the 
division of different parameter combinations, a total of 17 groups
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can be regarded as a time delay method that enables 
the network to have the function of dynamic memory.

(3) Integrated learning
  In ensemble learning, a series of learners is used, 

and a certain rule is adopted to integrate various learn-
ing results to obtain significantly better generaliza-
tion performance than a single learner. In this paper, 
in addition to ensemble learning, six single machine 
learning algorithms were also proposed to compare the 
ensemble algorithm and a single algorithm and adopt 
more comprehensive methods to establish a gas emis-
sion prediction model. The main methods in ensemble 
learning include boosting and bagging, and the combi-
nation rules of the two differ.

The main idea of boosting ensemble learning is to assem-
ble diverse weak classifiers into a strong classifier and then 
combine them linearly through additive model. GBRT (Zhou 
et al. 2020a, b; Persson et al. 2017) is a kind of boosting, and 
each calculation reduces the last residual error and builds a 
new model. In another integrated learning method called 

bagging, no strong dependence is observed among individ-
ual learners. RF (Lu et al. 2016) refers to an evolutionary 
version of the bagging algorithm. In the randomly selected 
sample features, an optimal feature is selected to divide 
the left and right subtrees of the decision tree and further 
enhance the generalization ability of the model.

Through the 20 feature combinations in Fig. 3 and eight 
different supervised learning algorithms, 160 kinds of gas 
emission prediction models in the working face are con-
structed. These prediction models are used to verify 20 
groups of data in the verification set randomly, and the R2 is 
shown in Table 2. R2 is calculated using Eq. (5) as follows.

where, yi is the true value, and i ∈ [1, n]; ŷi is the predicted 
value, i ∈ [1, n].

The R2 of the prediction model ranges from 0.255 to 
0.999, among which the average judgment coefficient of LS-
SVM (0.936), GBRT (0.932), MLP (0.901), and RF (0.803) 
are all greater than 0.800. The LS-SVM has low dependence 

(5)R2 = 1 −

∑n

i=1
(yi − ŷi)

2

∑n

i=1
(yi − yi)

2

Fig. 4  Combination set of feature parameters affecting gas emission. Notes: F-1 represents the first feature combination, F-2 represents the second 
feature combination, and so on. The feature combination of the same color is selected by the corresponding feature selection method on the left
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on feature combination (the range of R2 is 0.899–0.986), 
followed by GBRT (the range of R2 is 0.639–0.969) and RF 
(the range of R2 is 0.607–0.966), whereas the MLP fluctu-
ates greatly (the range of R2 is 0.255–0.999). Except for the 
first four algorithms, the average judgment coefficient of the 
other algorithms is less than 0.800, among which BPNN has 
the largest fluctuation, with R2 ranging from 0.581 to 0.917 
(Table 2).

4  Optimization and verification of gas 
emission prediction model

4.1  Gas emission prediction model optimization

4.1.1  Determination of optimal prediction algorithm 
and feature combination

The average judgment coefficients of seven feature param-
eter combinations, such as F-3, F-9, F-11, F-12, F-13, F-14, 
and F-20, under various algorithms are all greater than 0.800. 
The NMSE (Das et al. 2020), MAPE, and TIC of 28 types 

of prediction models under the four algorithms and seven fea-
ture parameter combinations are calculated. The calculation is 
shown in Eqs. (6) to (8), and the results are shown in Table 2 
and Fig. 5.

The values of NMSE, MAPE, and TIC of the LS-
SVM are less than 0.1, 0.040–0.084, and 0.024–0.063, 
respectively. The values of NMSE, MAPE, and TIC of 
GBRT are 0.031–0.308, 0.049–0.166, and 0.037–0.133, 

(6)NMSE =

∑n

i=1

�

yi − ŷi
�2

∑n

i=1

�

yi − yi
�2

(7)MAPE =
1

n

n
∑

i=1

|

|

|

|

yi − ŷi

yi

|

|

|

|

(8)TIC =

�

1

n

∑n

i=1

�

ŷi − yi
�2

�

1

n

∑n

i=1
ŷ2
i
+

�

1

n

∑n

i=1
y2
i

Table 2  R2 of various 
algorithms using different 
parameter combinations

Feature combination Supervised learning Combination 
mean value

GPR SVM LS-SVM GBRT RF MLP BP Elman

F-1 0.653 0.876 0.946 0.958 0.705 0.999 0.593 0.500 0.779
F-2 0.558 0.738 0.903 0.966 0.835 0.982 0.652 0.560 0.774
F-3 0.626 0.854 0.907 0.961 0.966 0.975 0.798 0.531 0.827
F-4 0.638 0.780 0.903 0.958 0.940 0.862 0.737 0.565 0.798
F-5 0.493 0.820 0.907 0.963 0.774 0.255 0.774 0.583 0.696
F-6 0.604 0.652 0.946 0.964 0.762 0.994 0.783 0.533 0.780
F-7 0.554 0.823 0.951 0.960 0.846 0.939 0.603 0.682 0.795
F-8 0.719 0.703 0.900 0.968 0.650 0.453 0.873 0.569 0.729
F-9 0.664 0.655 0.974 0.955 0.837 0.995 0.876 0.645 0.825
F-10 0.449 0.656 0.946 0.966 0.761 0.993 0.600 0.622 0.749
F-11 0.614 0.796 0.917 0.969 0.835 0.999 0.779 0.693 0.825
F-12 0.583 0.825 0.975 0.958 0.906 0.999 0.843 0.549 0.830
F-13 0.621 0.809 0.918 0.962 0.607 0.983 0.890 0.634 0.803
F-14 0.620 0.729 0.974 0.965 0.764 0.915 0.825 0.692 0.810
F-15 0.660 0.827 0.899 0.963 0.803 0.692 0.798 0.646 0.786
F-16 0.575 0.740 0.917 0.961 0.777 0.990 0.641 0.662 0.783
F-17 0.588 0.722 0.922 0.960 0.804 0.998 0.785 0.582 0.795
F-18 0.557 0.654 0.951 0.963 0.837 0.988 0.581 0.674 0.775
F-19 0.558 0.672 0.986 0.639 0.792 0.999 0.917 0.602 0.771
F-20 0.606 0.879 0.986 0.692 0.859 0.999 0.790 0.598 0.801
Algorithm mean value 0.597 0.760 0.936 0.932 0.803 0.901 0.757 0.606
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respectively. The values of NMSE, MAPE, and TIC of 
RF are 0.034–0.393, 0.016–0.125, and 0.037–0.114, 
respectively. The values of NMSE, MAPE, and TIC of 
MLP are 0.001–0.085, 0.004–0.077, and 0.002–0.060, 
respectively. Overall, except for the low accuracy of RF, 
the prediction results of LS-SVM, GBRT, and MLP are 
ideal regardless of the combination of accuracy and vola-
tility (Fig. 5).

4.1.2  Determination of the optimal collaborative 
forecasting model

MAPE and TIC have similar meanings, and the changes 
in MAPE and TIC are considered comprehensively. The 
MAPE + TIC value of the green area, where the MLP is 
located, is mostly less than 0.1, followed by the LS-SVMR 
and the GBRT. Finally, 13 prediction models are selected, 

and the evaluation indexes of the prediction results of each 
model are shown in Fig. 6.

To ensure the stability of prediction sequence, the pre-
diction models with the maximum relative error  (REmax) 
less than 15% and mean relative error (MRE) less than 
10% are selected as the optimal collaborative prediction 
models. The optimal collaborative prediction models are 
LS-SVM and F-20, GBRT and F-11, MLP and F-3, F-9, 
F-11, F-12, F-13, F-20 (Table 3).

4.2  Verification of optimal collaborative forecasting 
model

The average predicted data value of these eight optimized 
collaborative models is taken as the final predicted value. 
The predicted evaluation indexes are shown in Fig. 7 and 
Table 4. All the evaluation indexes of gas emission pre-
diction results meet the requirements by optimizing the 
collaborative model.  The absolute error (AE) and mean 
relative error (MRE) are calculated by Eqs. (9) and (10), 
respectively.

The maximum relative error  (REmax), the minimum rela-
tive error  (REmin), and the MRE of the predicted sequence 
in this paper are better than those in Ma (2017), Yan (2020), 
Wang et al. (2018), Jing et al. (2011) (Table 5).

(9)AE = yi − ŷi

(10)MRE =
1

n

|

|

|

|

|

(

yi − ŷi

yi
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5  Conclusions

The use of data mining techniques is of great significance 
to analyze the rules between parameter combination and 
machine learning algorithm for the prediction of coal mine 
gas emission. Through the selection of feature parameter 
combination, establishment of prediction model, selection 
of collaborative model, and verification of the model, the 

latter realizes gas emission prediction under multiple charac-
teristic parameters, algorithms, combinations, and judgment 
indicators. The main conclusions are presented as follows:

(1) A total of 20 combination sets of characteristic param-
eters of influencing factors of gas emission are estab-
lished in the working face; one parameter combination 
is obtained by Pearson correlation coefficient method, 
full subset regression, and RF; and 17 parameter com-
binations are determined by recursive feature elimina-
tion.

(2) The R2 of 160 kinds of gas emission prediction models 
with different combinations of algorithms and feature 
parameters are 0.255–0.999. Four algorithms, namely, 
LS-SVM, GBRT, RF, and MLP, have average judgment 
coefficients that are more significant than 0.800.

(3) Eight cooperative models, LS-SVM and F-20, GBRT 
and F-11, MLP and F-3, F-9, F-11, F-12, F-13, and 
F-20, can be used for predicting and optimizing gas 

Table 3  Evaluation indexes of 
model prediction results

Model NMSE MAPE TIC R2 AE MRE (%) REmax (%)

LSSVM combined with F-20 0.014 0.040 0.024 0.986 0.171 3.99 14.64
GBRT combined with F-11 0.031 0.057 0.037 0.969 0.254 5.70 13.14
MLP combined with F-3 0.025 0.058 0.032 0.975 0.255 5.80 14.19
MLP combined with F-9 0.005 0.032 0.014 0.995 0.255 5.74 9.06
MLP combined with F-11 0.001 0.010 0.006 0.999 0.254 5.70 3.28
MLP combined with F-12 0.001 0.016 0.007 0.998 0.244 5.37 6.60
MLP combined with F-13 0.017 0.036 0.027 0.983 0.273 6.25 10.88
MLP combined with F-20 0.001 0.004 0.002 0.998 0.016 0.43 1.42

Fig. 7  Comparison of predicted 
value and original value
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Table 4  Optimization model 
evaluation indicators

NMSE MAPE TIC R2 AE MRE REmax

0.003 0.022 0.010 0.998 0.082 2.20% 6.09%

Table 5  Comparison of optimization models

Reference REmax (%) REmin (%) MRE (%)

This paper 6.09 0.09 2.20
Ma (2017) 8.40 0.13 2.75
Yan (2020) 9.27 0.22 2.59
Wang et al. (2018) 15.32 1.89 6.94
Jing et al. (2011) 17.07 0.25 6.99



Cooperative prediction method of gas emission from mining face based on feature selection and…

1 3

Page 11 of 12    51 

emission in the working face. The evaluation indexes 
of the final predicted value and the original value all 
meet the requirements.

A new gas emission prediction concept is proposed in this 
paper. Multi-parameter combination and multi-machine learn-
ing algorithm form a multi-prediction model group. In the 
future, based on the proposed collaborative prediction model 
of gas emission in the working face, this concept can be further 
verified by more gas emission influencing factors, algorithms, 
and sample data sets to optimize the prediction model further.
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